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New language technologies give rise to new technolinguistic practices, demanding a reconsideration of earlier
questions and disciplinary commitments concerning the study of language and technology. The field of
artificial intelligence (AI) has led to new communicative repertoires and ideologies for imagining, designing
and interacting with machines as well as with humans. In the spirit of an ‘ethnography of “cooperation”’ (cf.
Hymes 1964) which situates communicative cooperation in the context of a wider community of practice, we
are interested in: (1) how the fields of artificial intelligence (AI) and natural language processing (NLP)
conceptualize and operationalize “language,” by reproducing, regressing to, building on, challenging, updating,
or otherwise engaging with the intellectual history of the field and its numerous critics, as well as in (2) how
this operationalization transforms or is transformed by the socially-situated engagements between humans
and machines in the sociocultural, political or economic contexts in which AI and ML models materialize.
We aim to assemble scholars from a variety of fields to document and analyze evolving language and semiotic
practices - the constitutive work that constructs “language” itself as a technology of artificial intelligence both
within and surrounding AI and ML technologies by researchers, developers or other users.

Since Alan Turing, language has figured centrally in how the field of AI has understood the “intelligence” of
machines even as the field has struggled to define “intelligence”—and with it, “language”—and to turn those
definitions into machines that think, act, and speak. Recent critiques from across industry and academia have
drawn widespread attention to the problem of “bias” in data sets and to the normative assumptions that
shape researchers’ engagements with language data (Bender et al 2021; Bolukbasi et al 2016; Sweeney 2013;
Speer 2017; Noble, 2018; Nelson 2021). However important these critiques have been, we want to
conceptualize language more broadly. By bringing together disparate strands of research from a variety of
disciplines, we aim to develop a more complete picture of AI’s commitments to particular conceptions of
language that may structure research and guide the development and deployment of NLP technologies, and
of how and why those commitments have evolved to incorporate or resist critiques from outside the field (see
e.g. Bender and Kohler, 2020; Castelle, 2018; Hovy and Yang 2021; Suchman 1993; 2021; Mitchell, 2018;
Slater 2018). Outside of AI, there is a long history of debate surrounding the nature of language that includes
the generative Chomskian tradition (Chomsky, 1957) and its challenges ranging from philosophy of language
(Wittgenstein 1958) and conversation analysis (Garfinkel and Sacks 1970) to functionalism (Givón 1989) and
linguistic anthropology (Hymes 1964) to name only a few prominent examples. We ask if pragmatic
approaches can help us make sense of the development and practice of language in AI today, especially given
the increasingly ubiquitous presence of  AI in our lives.

In view of the rapid uptake, diversification and influence of AI/NLP technologies, we call for broader
engagements in critical AI research by inviting a range of practice-oriented perspectives in which language and
other semiotic practices figure prominently. This can help to map out how materialized and socially-situated
AI language technologies manifest or challenge conceptions of language both inside and outside the
laboratory. In addition to the early work of interactional analysis in CSCW/HCI (e.g. Suchman 1987; 1993;
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Button and Sharrock 1995) and contemporary applications in analyses of chatbots, or intelligent personal
assistants (IPAs) (Alač et al. 2020; Pelikan and Broth 2016; Porcheron et al. 2018; Hector and Hrncal 2020),
technolinguistic practices are scattered across a range of disciplines, and a host of “new media” practices
(Gershon 2017). This includes work on the use of gendered registers in IPAs or robots (Lamoureaux and
Hagerty forthcoming; Steele 2021), NLP benchmarks (Donahue, 2021a), and speech synthesis and
recognition systems (Bell forthcoming; Li and Mills 2019), to studies of linguistic categories to taxonomize
non-linguistic data, as seen in visual object, facial, and emotion recognition algorithms (Barocas and Selbst
2016; Denton et al. 2021, Donahue 2021b). Beyond the communicative capacities of AI systems themselves,
we are interested in a broad take on technolinguistics, to include everything from the aggregate content of
search engines generated by globe-spanning communities to the “metapragmatic” discourses and functions
(Silverstein 1993) by researchers and publics of machine language to language ideologies inscribed in the
structures of programming languages. Human languages and registers are inseparable from the interactional
relations between humans, society and all of the “artificial” systems above. Discourses about “language” from
casual conversation, to textbooks, or content moderation (Rieder and Skop 2021; Castelle 2018) feed into the
design of  language technologies, and the technologies too shape our modes of  interacting with them.

We hope to expand dialogue across a range of disciplines including but not limited to the social sciences,
computational sociolinguistics, information and media sciences, Human-Computer Interaction (HCI),
Computer Supported Cooperative Work (CSCW). By connecting disparate case studies we’ll develop a
coherent understanding of how language is being transformed by, for, and with machines, and to map
possible future engagements between language and technology that incorporate the rich histories of thought
on both topics in a variety of disciplines. We are particularly interested in two fields not often in dialogue with
each other: linguistic anthropology takes up a critical perspective on “language” and sees it as the outcome of
“language ideological” practices (Silverstein 1979). STS accomplishes the same for technologies as objectified
or inscribed materialities which come to have a material-semiotic life and power of their own in scientific,
historical, political and economic constellations. Yet to date neither field attends to language form and use in
artificial intelligence (important exceptions include: Suchman 1987; 1993; Kockelman 2014; 2017; 2020;
Collins 2018). Linguistic anthropology neglected computer science in favor of “natural” languages
(Kockelman 2014), while posthumanist trends in STS have rhetorically favored ‘material-semiotics’ set in
opposition to language-as-representation (Lynch 1994; Pinch 2010; Alač 2011; Lamoureaux forthcoming).
And yet, these fields could decisively advance this project. In their respective vocabularies, both ground their
methodological approach in practice, attending to the (technologically) mediated semiotic work of
meaning-making in situated, embodied and context-bound action, and the recursive processes of
objectification and recontextualization. Such approaches invite analyses of discursive, textual or other (human
or material) technolinguistic practices that go into designing, testing and implementing “language” in AI
technologies and their circulation in society. Further, a feminist STS approach would seek to dissolve the
binaries of mind and body, the seeming stability of categories, make visible the labors (or practical work)
behind linguistic technologies, and identify sites where they become fetishized and taken for granted as
universal, isolable forms of  knowledge (Haraway 1991; Suchman 2007).

Contributions can address the following themes (or propose a related one):
● Ethnographic descriptions of  practical engagements with NLP/AI systems.
● How sociocultural, political-economic or historical contexts reveal ideologies inscribed in AI/NLP.
● How notions of  “language” become taken-for-granted, stabilized, commodified and circulated.
● Reflections on the disciplinary and/or conceptual trends addressing NLP/AI
● The social harms (e.g. race, class, gender) that such language notions help to enact and forms of

resistance to them.
● A consideration of  “new” vs. “old” communicative practices.
● How actors negotiate autonomy and agency with post-human conceptions of  the subject.
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● Alternative views on language and communication offering inspiration for new socio-technical
imaginings.

Please submit abstracts of  300 to 500 words, along with a title and a short biography (max. 150
words) by December 1, 2022, to technolinguistics@sfb1187.uni-siegen.de

Organization: Siri Lamoureaux, Evan Donahue, Sarah Bell, David Waldecker, Susanne Förster, Marcus
Burkhardt, Yarden Skop
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